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Abstract

A comparison is made between the variance of the estimator of
the total of a variable obtained from both a simple and a stratified
random sampling, in which the sample size of some strata are equal to
the strata population size.

It is shown that in this case, the advantage of the stratified sample
could depend on the sample size. The paper presents inequalities that
determine, in function of the sample size, when the variance of the
estimator obtained with simple sampling is lower than the variance
obtained with the stratified sampling. The results give insight in order
to prevent overstratification.
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1 Introduction

The classical results on stratified sampling [1, ch. 3] provide expressions
showing that, independently of the sample size, in most cases, the variance of
the estimator of the total of a variable is lower than the one obtained using
simple random sampling. In [1, p. 99], it is stated that simple random sam-
pling could performe better than stratified sampling in some cases, pointing
out that this could be an academic curiosity rather than something likely to
happen in practice. However in [2], the study of the effects of geographical
stratification in a Farm Accountancy Data Network (FADN) of the Navarra
Autonomous Comunity of Spain, provides some instances where, depending
on the sample size, the precision of the estimator of the total of a variable
with a simple random sample is not improved by geographical stratification.
This is a real case happening in practice. The authors found that those in-
stances could appear when the sample size in some strata is identical to the
size of the strata in the population. This condition is not taken into account
to establish the classical results mentioned above [1].

The aim of this work is to study the values of the sample size, n, for
which the stratified sampling is better than the simple random sampling and
viceversa. This information could help at the decision making in applied
problems involved with sampling. In particular, and given that stratification
could lead, some times in practice, to higher costs, the findings presented here
could be useful in order to decide the degree of stratification of a FADN, that
provides information on the level of farm incomes and is used to analyse the
effects of policy options [3]. Moreover, mathematical programming models
using FADN data to analyse these effects show an exceptional development
in the last few years [4, 5, 3, 6, 7, 8, 9] but little work has been done on the
study of the data source which could improve the results of these models.
The values of the sample size are given in function of the size (Nh) and
the standard deviation (Sh) of the strata h in the population, as well as,
of the size (N) and the standard deviation (S) of the whole population. A
necessary and sufficient condition is given in order to get a better performance
of the simple random sampling as compared to the stratified sampling. That
condition is also discussed in a particular case. The theoretical results are
illustrated with some examples.
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2 Simple random sampling versus stratified sam-

pling

Consider a sampling plan to estimate the total of a variable, M , in a
given population. That sampling plan is applied to a population of size N
either with or without stratification; that is, dividing the population into
subgroups called strata and taking some units from each strata or taking
units of the whole population (see [1] for details). Since we are dealing with
the estimation of a given characteristic of the population from a sample,
the variance of the estimator of the characteristic should be considered. Let
V (M̂sp) and V (M̂st) be the variance of the estimator of the total of the
variable in the case of a simple random sample and in the case of a stratified
sample, respectively, see equations (3) and (1). In both cases, n denotes the
number of units in the sample.

Consider that the population is stratified in L strata and assume that all
the units of the first L1 strata are included in the sample and these strata
will be grouped in the subset T1.

Then, the set of all strata T will be the union of

T = T1

⋃
T2

where T2 contains the remaining strata. Thus, card(T ) = L, card(T1) = L1

and card(T2) = L2.
In each stratum, Nh and nh denote the number of units of the population

and of the sample, respectively. Nh = nh, for all h = 1, 2, . . . , L1, that is for
all strata of T1. Then, we can write

N = N ′

1 + N ′

2 and n = n′

1 + n′

2

where

N ′

1 =

L1∑

h=1

Nh and n′

1 =

L1∑

h=1

nh

and

N ′

2 =

L∑

h=L1+1

Nh and n′

2 =

L∑

h=L1+1

nh.

From the property of the strata in T1 note that N ′

1 = n′

1.
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Then, the variance of the estimator with the stratified sample is

V (M̂st) =

L∑

h=1

Nh (Nh − nh)
S2

h

nh
(1)

=

L∑

h=Ll+1

Nh (Nh − nh)
S2

h

nh
,

where S2
h is the variance of the variable in the strata h of the population. It

is well-known that the variance of the estimator, V (M̂st), is minimized using
Neyman allocation [1, p. 98], that is, when

nh =
NhSh∑L

h=Ll+1
NhSh

n′

2, h = L1 + 1, L1 + 2, . . . , L.

and in this case V (M̂st) becomes

V (M̂st) =
1

n − N ′

1

(
L∑

h=L1+1

NhSh

)2

−

L∑

h=L1+1

NhS
2

h. (2)

We recall that the variance of the estimator [1, p. 24] in the case of a
simple random sample is

V (M̂sp) = N(N − n)
S2

n
, (3)

where S2 denotes the variance of our variable in the whole population, i.e.,

S2 =
1

N − 1

[
∑

h∈T

(Nh − 1)S2

h +
∑

h∈T

Nh(mh − m)2

]

in which m and mh are the mean in the population and in the stratum h of
the variable, respectively.

With some algebraic manipulations, from equations (2) and (3), one de-
duces that the inequality

V (M̂sp) > V (M̂st) (4)

holds if and only if
An2 + Bn + C > 0, (5)
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where

A =
L∑

h=L1+1

NhS
2

h − NS2

B = N2S2 + N ′

1

(
NS2 −

L∑

h=L1+1

NhS
2

h

)
−

(
L∑

h=L1+1

NhSh

)2

C = −N ′

1N
2S2

Expression (5) is obtained by developing the inequality (4) replacing

V (M̂sp) by its expression (3) and V (M̂st) by its expression (2). The con-
clusion of the above discussion may be written as the following result.

Theorem 1. Given a population of N units divided into L strata and
a stratified sample of size n (0 < n < N) obtained in such a way that, on
the one hand, each stratum contains at least one unit and that, on the other
hand, we have nh = Nh in L1 strata (the first L1, for instance), that is for

all h = 1, 2, . . . , L1. Then, V (M̂sp) > V (M̂st) if and only if, n satisfies the
inequality An2 + Bn + C > 0, where the coefficients A, B and C are given
above.

We illustrate this result with the following example.
Example 1. Let a population of N = 83 units divided into L = 6 strata,
having the characteristics given in Table 1. The distribution of the stratified
sample is given in Table 2.

Strata
1 2 3 4 5 6

Nh 1 1 1 3 52 25
Sh 0 0 0 3.838 5.926 7.718
mh 26 24 19 10.67 21.48 24.60

Table 1: Population strata characteristics of Example 1.

The mean is m = 22.08 and the variance S2 = 46.913. In this case
T1 = {1, 2, 3, 4}, T2 = {5, 6}, L1 = 4 and L2 = 2.

The computation of the coefficients of the quadratic inequality gives A =
−578.45, B = 75548.50 and C = −1.93909. The roots of the corresponding
quadratic equation are n = r1 = 35.10 and n = r2 = 95.51.

Then, for sample sizes lower or equal than 35, V (M̂sp) < V (M̂st), and for
sample sizes greater or equal than 36 the inequality reverses.
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Stratified sampling Simple V (M̂sp)/

with Neyman allocation random V (M̂st)
in the strata subset T2 sampling ×100

n n1 n2 n3 n4 n5 n6 V (M̂st) V (M̂sp)
8 1.00 1.00 1.00 3.00 1.23 0.77 122236.3 36503.9 29.86
12 1.00 1.00 1.00 3.00 3.69 2.31 38535.2 16305.1 74.81
20 1.00 1.00 1.00 3.00 8.61 5.39 14620.7 12265.3 83.89
25 1.00 1.00 1.00 3.00 11.68 7.32 9900.7 9033.5 91.24
30 1.00 1.00 1.00 3.00 14.76 9.24 7147.3 6879.0 96.24
33 1.00 1.00 1.00 3.00 16.60 10.40 5984.8 5899.6 98.58
34 1.00 1.00 1.00 3.00 17.22 10.78 5658.7 5611.6 99.17
35 1.00 1.00 1.00 3.00 17.83 11.17 5343.4 5340.0 99.94
36 1.00 1.00 1.00 3.00 18.45 11.55 5054.8 5083.5 100.57
37 1.00 1.00 1.00 3.00 19.06 11.94 4784.8 4840.9 101.17
38 1.00 1.00 1.00 3.00 19.68 12.32 4531.7 4611.0 101.75
40 1.00 1.00 1.00 3.00 20.91 13.09 4070.1 4185.8 102.84
50 1.00 1.00 1.00 3.00 27.06 16.94 2391.6 2569.9 107.45

Table 2: Details of the allocation in function of the size of the sample. Ex-
ample 1.

For the computation of values of Table 2 we recall that the sample size of
the strata 1, 2, 3 and 4 are the number of units of the corresponding strata
in the population, that is, nh = Nh, for all h = 1, 2, 3, 4.

The expression (5) giving the values of n for which stratified samples
are more precise than simple random samples simplifies considerably when
L2 = 1, that is, when nh = Nh in all strata but one. In this case,

V (M̂st) = N ′

2(N
′

2 − n′

2)
S ′2

2

n′

2

= N ′

2(N − n)
S ′2

2

n′

2

, (6)

where S
′2
2 denotes the variance of our variable in the population belonging

to the strata subset T2.
On the other hand, to see the possible inequalities between V (M̂st) and

V (M̂sp) we will make use of the following parameter

H =
N ′

1NS2

NS2 − N ′

2S
′2
2

· (7)

The result for this case can be stated by the following theorem.
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Theorem 2. Given a population of N units divided into L strata and a
stratified sample of size n obtained in such a way that we have nh = Nh in
L− 1 strata (the first L− 1, for instance), that is for all h = 1, 2, . . . , L− 1.
Then, we have two cases,
(i) Parameter (7) H is positive. Then, the variance of the unbiased estimator

of the total of the variable, M , of the population V (M̂st) is lower than the

variance, V (M̂sp) obtained with a simple random sample of the same size n,
if and only if, n > H.
(ii) Parameter (7) H is negative. In this case, V (M̂sp) < V (M̂st), for any
sample size n.

Proof. Dividing expressions (3) and (6) and using (7) we have, for n < N

V (M̂sp)

V (M̂st)
=

Nn′

2S
2

N ′

2nS ′2
2

=

=
N(n − n′

1)S
2

N ′

2nS ′2
2

> 1

if and only if n > H .
(i) Supose H > 0. Then V (M̂sp) > V (M̂st), if and only if n > H .
(ii) Supose H < 0. Then, the same inequality holds for n > H , but in this
case H < 0, so, there is no value of n for which the precision of the stratified
sample is greater than that of the simple sample.

In addition, note that the above cocient can be written as

V (M̂sp)

V (M̂st)
=

NS2

N ′

2S
′2
2

[
1 −

n′

1

n

]
.

Then, if we are in case (i) of the theorem where V (M̂sp) < V (M̂st), for some
n < H , as the size of the sample n increases, both variances will be closer,
obtaining equality when n = H , and when n > H the inequality will reverse
becoming V (M̂sp) > V (M̂st).

Also notice that the maximum value of the ratio of variances V (M̂sp)/V (M̂st)

is: S2

S′2

2

[
1−1/N ′

2

1−1/N

]
, which is given when n = N − 1. This effect is illustrated in

the next example.
Example 2. Consider a population of N = 10 units divided into L = 5
strata, each strata having the characteristics given in Table 3. Details of the
allocation of the sample on the strata are given in Table 4.

This population has S2 = 38.435 and mean m = 21. The subset T1 =
{1, 2, 3, 4} and T2 = {5}. On the other hand N = 58, N ′

2 = 52, N ′

1 = 6 and
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Strata
1 2 3 4 5

Nh 1 1 1 3 52
Sh 0 0 0 3.838 5.926
mh 26 24 19 10.67 21.48

Table 3: Population strata characteristics of Example 2.

S ′

2 = 35.117, so the value of the parameter H is 33.18. The values of V (M̂sp)

and V (M̂st) in function of the sample size can be found in Table 4.
Note that for values of the sample size n > H , that is, for sample sizes

greater or equal to 34, the variance of the stratified sample is lower than that
of the simple random sample. Note also that the maximum value of the ratio
of variances os 1.0922, which is given when n = 57.

3 Conclusion

When the population is stratified into L strata and it is aimed the esti-
mation of the total (or of the mean) of a variable using unbiased estimators,
the sample is required to contain at least one unit of each of the L strata.
This implies that in cases of overstratification, that is, when stratification
leads to some of the strata of the population to contain only one unit, the
sample size for these strata be also of one unit. This is not the only case
where nh = Nh. This equality may be done in the strata that satisfy the
inequality NhSh∑

NhSh

n ≥ Nh, when Neyman method is used for the allocation
of the sample, as well as in the case of including a priori all the population
units of a stratum in the sample.

In these conditions, even when using the optimal allocation of the sample
in the remaining strata, that is, in the strata where nh 6= Nh, the variance
of the estimator of the total of a variable from the stratified population may
be lower than the one obtained from the unstratifed population by simple
random sampling only for sample sizes greater than a determined value.

In the case of using a geographical stratification criterion, the precision of
the estimates gained by stratification are in general unimportant [1, p. 102].
In consequence for this case, when we have some strata whose nh = Nh,
the sample size for which the stratified sampling generates estimators more
precise than the simple sampling may be high.
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Simple V (M̂sp)/

Stratified sampling random V (M̂st)
sampling ×100

n n1 n2 n3 n4 n5 V (M̂st) V (M̂sp)
8 1.00 1.00 1.00 3.00 2.00 45652.7 13932.8 30.52
12 1.00 1.00 1.00 3.00 6.00 14000.2 8545.4 61.04
16 1.00 1.00 1.00 3.00 10.00 7669.7 5851.8 76.30
20 1.00 1.00 1.00 3.00 14.00 4956.6 4235.6 85.45
25 1.00 1.00 1.00 3.00 19.00 3171.7 2942.6 92.78
30 1.00 1.00 1.00 3.00 24.00 2130.5 2080.6 97.66
33 1.00 1.00 1.00 3.00 27.00 1690.8 1688.8 99.88
34 1.00 1.00 1.00 3.00 28.00 1565.2 1573.6 100.53
35 1.00 1.00 1.00 3.00 29.00 1448.3 1464.9 101.15
36 1.00 1.00 1.00 3.00 30.00 1339.2 1362.3 101.73
37 1.00 1.00 1.00 3.00 31.00 1237.0 1265.2 102.28
38 1.00 1.00 1.00 3.00 32.00 1141.3 1173.3 102.80
40 1.00 1.00 1.00 3.00 34.00 966.8 1003.2 103.77
50 1.00 1.00 1.00 3.00 44.00 332.0 356.7 107.43
55 1.00 1.00 1.00 3.00 49.00 111.8 121.6 108.76
56 1.00 1.00 1.00 3.00 50.00 73.0 79.6 109.01
57 1.00 1.00 1.00 3.00 51.00 35.8 39.1 109.22

Table 4: Details of the allocation in function of the size of the sample. Ex-
ample 2.
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